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Abstract 
LUCIA, a new Italian talking head based on a modified 
version of the Cohen-Massaro’s labial coarticulation model is 
described. A semi-automatic minimization technique, 
working on real cinematic data, acquired by the ELITE opto-
electronic system, was used to train the dynamic 
characteristics of the model. LUCIA is an MPEG-4 standard 
facial animation system working on standard FAP visual 
parameters and speaking with the Italian version of 
FESTIVAL TTS. 

1. Introduction 
There are many ways to control a synthetic talking face. 
Among them, geometric parameterization [1-2], morphing 
between target speech shapes [3], muscle and pseudo-muscle 
models [4-5], appear the most attractive. 
Recently, growing interest have encountered text to 
audiovisual systems [6-7], in which acoustical signal is 
generated by a Text to Speech engine and the phoneme 
information extracted from input text is used to define the 
articulatory movements. 
For generating realistic facial animation is necessary to 
reproduce the contextual variability due to the reciprocal 
influence of articulatory movements for the production of 
following phonemes. This phenomenon, defined 
coarticulation [8], is extremely complex and difficult to 
model. A variety of coarticulation strategies are possible and 
different strategies may be needed for different languages [9]. 
A modified version of the Cohen-Massaro coarticulation 
model [10] has been adopted for LUCIA and a semi-
automatic minimization technique, working on real cinematic 
data acquired by the ELITE opto-electronic system [11], was 
used for training the dynamic characteristics of the model, in 
order to be more accurate in reproducing the true human lip 
movements1. 

2. Coarticulation Model 
The coarticulation model proposed by Cohen and Massaro 
[12] implements Löfqvist’s gestural theory of speech 

production [13], in its turn profoundly inspired by Browman 
and Goldstein work on articulatory phonology [14]. Each 
phoneme is specified in terms of speech control parameters 
(e.g. lip rounding, upper and lower lip displacement, lip 
protrusion) characterized by a target value and a dominance 
function.  
Dominance functions of consecutive phonemes overlap in 
time and specify the degree of influence that a speech 
segment has over articulators in the production of preceding 
or following segments. 
The final articulatory trajectory of a specific parameter is the 
weighted average of the sum of all dominances scaled by the 
magnitude of the associated targets. For a sequence of N 
phonemes, if T  is the i'th target amplitude,  its time 

location and  its associated dominance, the final 
parameter function is given by: 
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where the dominance, having the form of a negative 
exponential function, is given by: 
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where  indicates the magnitude of the dominance,     

and represent the rate of its backward (bw) and forward 

(fw) temporal extent and the power c influences its degree of  
activation (rise and fall off). The influence of a segment first 
increases then decreases, having maximal influence at the 
temporal location of the articulation target. 
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3. Modified Model 
The method implemented by Cohen and Massaro can be 
improved in order to achieve an accurate description of the 
transitions between succeeding articulatory targets at various 
speech rates, and solve several difficulties in the production 
of bilabial and labiodental consonants. This objective is 
reached by adopting a new general version of the dominance 
functions and by adding temporal resistance and shape 
components to the original model. In fact, in the original 
model, the parameter c is set to a constant unit value but, in a 
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l'interazione e la cooperazione con agenti artificiali, joint “CNR - 
Provincia Autonoma Trentina” Project), and PF-STAR (Preparing 
Future multiSensorial inTerAction Research, European Project IST- 
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general context, it can be different for each phoneme and can 
also change for the backward and forward case ( bwc , ). 
From this point it can be interpreted as the rate of activation 
and release of the phonemic articulatory gesture respectively. 
Variations of 

fwc

bwc and  generate different qualitative 
behavior of the dominances and consequently of the resulting 
control parameter that becomes particularly evident at 
growing speech rate [10, fig. 2]. 

fwc

As reported in [12], the use of a variable degree of dominance 
shares “the idea of a numerical coefficient for coarticulation 
resistance associated to some phonetic features in the theory 
of Bladon and Al-Bamerny” [9]. This is strictly related to 
different values of the dominance amplitude and reflects on 
how close the lips come to reach their target value. At a high 
speech rate dominances are close to each other and even if 
their amplitude value is high the final trajectory is far from 
target locations. This constitutes a problem if the target 
should be reached such as in the production of bilabial stops 
(/p, b, m/) and labiodental fricatives (/f, v/). To solve this 
problem the concept of coarticulation resistance has been 
applied to the temporal extent of dominances. A negative 
exponential , called temporal resistance function [10, 
formula (4)], has been associated to each dominance, whose 
main feature is that its backward and forward extent can 
change according to the resistance coefficient  of 
preceding and following phonemes. In other words, if the 
resistance of the following phoneme is maximum (i.e. 

), the forward temporal extent of the resistance 
function  is equal to the temporal distance between the current 
phoneme target and the following one. In this way the 
combined function  falls to zero at the instant of 
the maximum of the dominance of the following phoneme 
and the corresponding articulatory target can be reached. For 

, the extent of  grows following a recursive 
procedure defined in [10]. 
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A shape function [10, formula (5)] was also introduced in 
order to model the trajectory behavior in the proximity of the 
articulatory targets. This function is useful when we want to 
describe distinctive features like for example a slope next to 
the target or a transition characterized by an initial strong fall-
off followed by a final low one. 
In conclusion, the original parameter function (1) has been 
modified in order to include the new temporal resistance 

( )R ⋅  and shape  functions previously defined, thus 
obtaining: 
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where the temporal resistance function was included in the 
denominator in accordance with its strict relation with the 
dominance. 

4. Data Analysis 
The values of the coefficients of the new model have been 
determined starting from a database of real labial movements 
of an Italian speaker pronouncing VCV symmetrical stimuli, 

where V is one of the vowels /a/, /i/ or /u/, and C is one of the 
Italian consonant phonemes. The database represents spatio-
temporal trajectories of six parameters (upper lip opening, 
lower lip opening, upper lip protrusion, lower lip protrusion, 
lip rounding and jaw opening) recorded by the ELITE 
optoelectronic system [11]. 
The parameter estimation procedure is based on a least 
squared minimization of the error:  
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between real data Y(n) and modeled curves F(n) for 5 
repetitions of the same sequence type.  
An automatic optimization algorithm with a strong 
convergence property has been used [15]. Even if the number 
of parameters to be optimized is rather high, the size of the 
data corpus is large enough to allow a meaningful estimation, 
but, due to the presence of several local minima, the 
optimization process has to be manually controlled in order to 
assist the algorithm convergence. As illustrated in Figure 1, 
real and simulated curves, referring to the lip-opening 
parameter in three aCa examples, look quite similar. 

 

 

 

Figure 1.  Example of the modeled trajectories of the 
lower lip opening parameter in the production of /’a d 
a/ (upper plot), /’a dz a/ (middle plot) and /’a l a/ 
lower plot) sequences. Dotted lines represent the 
dominance functions scaled by the target amplitudes. 

The mean total error between real and simulated trajectories 
for the whole set of parameters is lower than 0.3 mm in the 



case of bilabial and labiodental consonants in the /a/ and /i/ 
contexts [16, p. 63]. 

5. Lucia 
The modified model has been applied to LUCIA, an Italian 
talking head based on the MPEG-4 standard [17], speaking 
with the Italian version of FESTIVAL TTS [18], as illustrated 
in the block diagram shown in Figure 2. 
LUCIA is a graphic MPEG-4 compatible facial animation 
engine implementing a decoder compatible with the 
“Predictable Facial Animation Object Profile” [17]. 
MPEG4 specifies a set of Face Animation Parameters (FAPs), 
each corresponding to a particular facial action deforming a 
face model in its neutral state. A particular facial action 
sequence is generated by deforming the face model, in its 
neutral state, according to the specified FAP values, 
indicating the magnitude of the corresponding action, for the 
corresponding time instant. Then the model is rendered onto 
the screen. 

 
Figure 2: Lucia, a new Italian Talking head  

LUCIA is able to generate a 3D mesh polygonal model by 
directly importing its structure from a VRML file [19] and to 
build its animation in real time. 
At the current stage of development, as illustrated in Figure 3, 
LUCIA is a textured young female 3D face model built with 
25423 polygons: 14116 belong to the skin, 4616 to the hair, 
2688x2 to the eyes, 236 to the tongue and 1029 to the teeth 
respectively. 
Currently the model is divided in two sub sets of fundamental 
polygons: the skin on one hand and the inner articulators, 
such as the tongue and the teeth, or the facial elements such 
as the eyes and the hair, on the other.  This subdivision is 
quite useful when animation is running, because only the 
reticule of polygons corresponding to the skin is directly 
driven by the pseudo-muscles and it constitutes a continuous 
and unitary element, while the other anatomical components 
move themselves independently and in a rigid way, following 
translations and rotations (for example the eyes rotate around 
their center). According to this strategy the polygons are 
distributed in such a way that the resulting visual effect is 
quite smooth with no rigid “jumps” over all the 3D model. 
LUCIA emulates the functionalities of the mimic muscles, by 
the use of specific “displacement functions” and of their 
following action on the skin of the face. The activation of 
such functions is determined by specific parameters that 
encode small muscular actions acting on the face, and these 
actions can be modified in time in order to generate the 
wished animation. Such parameters, in MPEG-4, take the 
name of Facial Animation Parameters and their role is 
fundamental for achieving a natural movement. The muscular 

action is made explicit by means of the deformation of a 
polygonal reticule built around some particular key points 
called “Facial Definition Parameters” (FDP) that correspond 
to the junction on the skin of the mimic muscles.  
Moving only the FDPs is not sufficient to smoothly move the 
whole 3D model, thus, each "feature point" is related to a 
particular “influence zone” constituted by an ellipses that 
represents a zone of the reticule where the movement of the 
vertexes is strictly connected. Finally, after having 
established the relationship for the whole set of FDPs and the 
whole set of vertexes, all the points of the 3D model can be 
simultaneously moved with a graded strength following a 
raised-cosine function rule associated to each FDP. 

 
Figure 3: Lucia’s wireframe and textures. 

A sequence of snapshots of Lucia while producing the Italian 
sentence ‘la gamba della mamma’ (“the leg of the mam”) /l a 
g a1 m b a d e l: a m a1 m: a/ is illustrated in Figure 4. 

6. Concluding Remarks 
The graphic engine of LUCIA is similar to others MPEG 
based projects that were previously realized, but the novelty 
is the high quality of the 3D model, and the very fine 
coarticulation model, which is automatically trained by real 
data, used to animate the face. 
The modified coarticulatory model is able to reproduce quite 
precisely the true cinematic movements of the articulatory 
parameters. The mean error between real and simulated 
trajectories for the whole set of parameters is, in fact, lower 
than 0.3 mm. 



Labial movements implemented with the new modified model 
are quite natural and convincing especially in the production 
of bilabials and labiodentals and remain coherent and robust 
to speech rate variations. 
The overall quality and user acceptability of LUCIA talking 
head has to be perceptually evaluated [20] by a complete set 
of test experiments, and the new model has to be trained and 
validated in asymmetric contexts (V1CV2) too. Moreover, 
emotions and the behavior of other articulators, such as 
tongue for example, have to be analyzed and modeled for a 
better realistic implementation. 

 
Figure 4: Snapshots of one sample animation of 
LUCIA pronouncing the Italian utterance ‘la gamba 
della mamma’ (“the leg of the mam”) /l a g a1 m b a d 
e l: a m a1 m: a/. 
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