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ABSTRACT

A general data-driven procedure for creating new prosodic
modules for the Italian FESTIVAL Text-To-Speech (TTS)
[1] synthesizer is described. These modules are based on
the “Classification and Regression Trees” (CART) theory.
The prosodic factors taken into consideration are: duration,
pitch and loudness. Loudness control has been implemented
as an extension to the MBROLA diphone concatenative syn-
thesizer. The prosodic models were trained using two speech
corpora with different speaking style, and the effectiveness
of the CART-based prosody was assessed with a set of eval-
uation tests.

1. INTRODUCTION

The task of prosodic modules in TTS synthesizers is that
of computing a set of prosodic parameters starting from
the linguistic information contained in the text that has to
be synthesized. Data driven techniques create the prosodic
modules using statistical classification methods for learning
the prosody of a real speaker. In other words, starting from
a speech corpus it is possible to automatically obtain all the
prosodic information needed to build the prosodic modules
of the TTS synthesizer. Moreover, with respect to knowl-
edge based approach, data driven techniques simplify the
capture of the prosody of a specific speaker or of a particu-
lar narrative style, or even of an emotive attitude. However,
while using these classification techniques, the serious prob-
lem of data-sparseness has to be solved. An obvious solu-
tion to this problem is that of increasing the amount of data.
As an alternative, one can use specific data representations
able to decrease the data-sparseness by grouping homoge-
nous data together. The z-scores for the duration parameter
[2], and the VQ-PaIntE [3] model for f0 values are two ef-
ficient examples of these transformations. We will use this
approach here.

In up to date TTS technologies, synthesis control has
been mainly focusing on phoneme duration and pitch, which

are the two main parameters conveying the prosodic infor-
mation. More recently, the speech synthesis community is
showing an increasing interest in the control of a broader
class of voice characteristics. As an example, voice qual-
ity is known to play an important role in emotive speech,
and some recent studies have addressed the exploitation of
source models within the framework of articulatory synthe-
sis to control the characteristics of voice phonation [4, 5].
As a first step toward providing the control over a broader
set of voice parameters, we experimented an extension to a
diphone based synthesizer (MBROLA) that allows to con-
trol the loudness of the synthesized speech. This feature was
exploited in the design of the CART-based prosody by in-
cluding a loudness-specific functional block in the prosodic
module.

2. TTS SYNTHESIS ENVIRONMENT

The investigation relies on the FESTIVAL text-to-speech
synthesis framework developed at CSTR [6], and on the
MBROLA synthesis engine [7].
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Fig. 1. Scheme of the TTS system. Prosodic module and
synthesis engine.



The prosodic module of a text to speech system is aimed
at computing the values of a set of prosodic variables. In a
minimal configuration these variables are the phoneme du-
ration and f0. The computation of such values can rely on
rules or on machine learning methods, such as CARTs [8].
To date, Italian voices are publicly available for the FES-
TIVAL system for which the phoneme duration and f0 pat-
terns are computed by rules [1, 9]. Results on the use of
CARTs trained with different speaking styles have been re-
ported in [10]. We exploit further this approach, and extend
the CART-based prosodic module with the support for the
intensity contour computation. To the purpose of our study,
the MBROLA synthesizer has been modified so as to per-
mit the control of intensity contours via a set of information
contained in the input file. An example of an MBROLA in-
put file and the corresponding synthesized speech is shown
in Fig. 2.

(a) MBROLA input file

_ 25 100 143
a1 400 5 136 100 119 Intensity 0 -10 50 -5 100 -3
v 74 50 118 Intensity 50 -3
a 213 0 120 100 122 Intensity 100 0
_ 200
a1 400 5 136 100 119 Intensity 0 10 20 5 50 -5 100 -8
v 74 50 118 Intensity 50 -10
a 213 0 120 100 122 Intensity 100 -12
_ 25

(b) Synthesis result
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Fig. 2. MBROLA synthesis: (a) input file with extra inten-
sity information for energy envelope control (expressed as
∆I in dB); (b) the resulting synthesis output.

Intensity, intended as the acoustical correlate of loud-
ness, can in principle be roughly controlled by changing
a gain factor uniformly across the spectrum. However, it
is recognized that the result of such processing is not per-
ceived as natural due to the lack of spectral balance mod-
ifications correlated to vocal effort variations that occur in
real speech [11, 12]. A first attempt of varying the acoustical
correlate of loudness in a more realistic way, i.e., by vary-
ing the spectral balance, was made by implementing a spec-
tral weighting function that emphasizes the lower part of the
spectrum when lowering the intensity level, and viceversa.
This required the embedding of an online spectral process-
ing step acting on the diphones before the overlap-and-add
step performed by MBROLA.

3. SPEECH DATABASE

The CARINI database containing the speech recordings of
three Italian novels read by a professional speaker was used
in this study. The domain of the database is story telling and
therefore the style of the database is relatively calm, relaxed
and clear reading narrative style. The whole database dura-
tion is about 1 hour, for a total of 698 sentences and 7709
words.

4. DESIGN OF PROSODIC MODULES

As data-driven techniques try to model real data, first of all
it is necessary to extract the real prosodic contours from
the real speech signal. As regards the duration parame-
ters, all the sentences have been automatically segmented
and transcribed by using an automatic alignment procedure
designed by adapting a “high-performance” Italian phonetic
general-purpose speech recognition system developed and
trained on the APASCI corpus [13] [14]. The intonation
and intensity signals have been extracted by Praat [15].

The standard FESTIVAL heterogeneous relation graph
(or HRG) [6] has been created for the whole database, and a
particular set of linguistic features have been used for train-
ing the CART with thewagon tool[16]. The list of features
used to train the CART depends on the chosen predictive
units (phonemes for the duration, syllables for f0 and inten-
sity) and also on the specific target module.

Some of the features taken into consideration are: the
phrase type (declarative, interrogative...), the part of speech
of the word, the relative position of the unit in the sentence,
in the word and in the syllable, the accent, the level of break
after the unit [10].

To have a numerical idea of how good a prosodic mod-
ule is, a first indication could be given by the RMSE and
Correlation between the original prosodic signal and the
predicted one. 90% of the database was used for training,
10% for testing. The evaluation was based on a sample of
the utterances in the test set. All the error results showed in
the tables, are computed in the test set.

4.1. Duration

The duration module must give the rhythm to the sentence
and essentially it predicts the duration of the phonemes in
the utterance. A very efficient parameter used for build-
ing the duration model is the z-score [2]: the durationdi

of each phoneme can be calculated predicting the number
of standard deviation from its averagek, using the relation
di = µi + kσi, instead of predictingdi directly.

The error between the natural phoneme duration and the
predicted one is quantified by the values of 0.78 RMSE (in
z-score units) and 0.60 Correlation.



4.2. Intonation

The automatic prediction of the fundamental frequency (f0)
contour is the most difficult task. The f0 extractors are not
completely reliable and data-sparseness is quite a consider-
able problem. The f0 value range of the same talker can vary
a lot between phrases and the realizations of equal percep-
tive accents can have different f0 values and different pitch
shapes. Moreover, more than f0 single values, that are not
so important, the particular f0 movements are quite relevant,
especially in some specific target syllables bringing impor-
tant linguistic information. For all these reasons, a modified
PaIntE model [17] has been used for creating a good model
for predicting f0 trajectories. Two main improvements have
been considered with respect to the original implementa-
tion: a semitones normalization and a Vector Quantization
of the parameters [18].

Semitones normalization is simply a frequency axis mod-
ification that is used to transform f0 values in Hz into a
feature that attempts to model how people perceive sounds,
with the aim of improving the discrimination between f0
trajectories.

s(f) =
logfm

(f)− 1
logfm

(2)/12
(1)

In (1)f is the frequency value inHz, fm is the reference
frequency for the semitone and, in our case,fm has been set
to the speaker’s f0 mean.

Finally, in order to reduce the data sparseness of the in-
tonation patterns, a Vector Quantization algorithm has been
considered and implemented for encoding the PaIntE pa-
rameters obtained from the PaIntE analysis and normaliza-
tion. In this way it is possible to group homogeneous tra-
jectories of the pitch in the same cluster (Fig.3); then for
homogeneous cases the CART predict only the codeword
rather than a different PaIntE vector. The number of possi-
ble cases is limited from the codebook size. We trained the
method for different codebook sizes.
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Fig. 3. Clusterization example: PaIntE-modeled f0 patterns
(dotted lines) and the corresponding PaIntE codeword (con-
tinuous line). The x and y axes are normalized to the sylla-
ble length and to speaker f0 mean semitones respectively.

Table 1. RMSE (Hz) and correlation of predicted f0 con-
tours.

CB size RMSE Correlation
32 39.68 0.26
64 38.58 0.33
80 36.38 0.43
128 41.67 0.27

As shown in Table 1, the best result is obtained with a
codebook size of 80. For smaller codebook sizes (32,64)
the performances decrease because the VQ algorithm spilts
the cluster in a worst manner, while for greater codebook
sizes (128) CART must distinguish between a high number
of cases, and so the codebook prediction score decreases.

4.3. Intensity

A differential intensity control has been added to the MBR-
OLA synthesis engine, and the differential approach has
been preferred to the absolute one due to the high level of
segment dependency in the last case. If∆I = x the target
frame for a particular diphone has to be synthesized with an
intensity valuex times greater than that of the original value
stored in the database.

In Fig. 4A the intensity of a sample utterance is illus-
trated (Original ). Figure 4B shows the same utterance syn-
thesized with the same f0 and duration, but without the in-
tensity correction (Copy). In Fig. 4C the above sentence
is synthesized with the same f0 and duration by driving the
intensity control with∆I value computed as the difference
between B and A (Copy ∆I ). It can be observed that in the
B case the intensity pattern is quite flat, while in the C case
the intensity pattern is more similar to that of the A case.

In order to train an intensity CART (Carini ∆I ), the
∆I has been calculated for the whole Carini data-base as
the difference between the intensity of the natural sentences
spoken by Carini (Original ) and the corresponding syn-
thetic ones generated by FESTIVAL with the same duration
and pitch of the original ones, but without the intensity con-
trol (Copy).

In order to find the best unit needed to predict inten-
sity differences, various experiments have been designed
considering∆I means computed on words, syllables and
phonemes. RMSE values and correlations between the in-
tensity of theOriginal utterance and that of the utterances
synthesized with theCopy, Copy ∆I , andCarini ∆I mod-
ules, are illustrated in Tables 2,3,4.

As for Copy ∆I , it can be observed that a better esti-
mate is obtained while looking at phonemes (Table 4) with
respect to syllables and words, and this is due to the aug-
mented resolution with which the intensity differences are
computed. ConsideringCarini ∆I the CART intensity pre-



Table 2. RMSE (dB) and correlation, word case.

RMSE Correlation
Copy 8.55 0.64
Copy ∆I 5.92 0.77
Carini ∆I 6.81 0.68

Table 3. RMSE (dB) and correlation, syllable case.

RMSE Correlation
Copy 8.51 0.66
Copy ∆I 5.59 0.81
Carini ∆I 6.74 0.71

diction is similar for syllables and phonemes. This is due
to the fact that, even if the size of the training database is
bigger in the phoneme case, the prediction is more complex
than in the syllable one. MoreoverCopy has always lower
performance, showing a clear preference for intensity con-
trol.

Even the intensity pattern shown in Figure 4D, which
refers to the utterance synthesized by using the phoneme-
based intensity CART, results quite similar to that illustrated
in the A case.

5. SUBJECTIVE EVALUATION

To assess the effectiveness of the prosody models and of
the training procedures, a set of choice tests was carried
out. Four subjects with some degree of expertise in the field
and eight with no expertise at all, were selected. The test
session was divided in three experiments. In the first one,
the listeners were asked to chose one out of two stimuli,
on the basis of the following question: “Which prosodic
style is the most appropriate to tell a story?”. A “no pref-
erence” option was also provided. This experiment was
intended to assess the preferences of the subjects with re-
spect to the use of different prosodic modules, when listen-
ing to a brief excerpt from a literary story or a fairy tale.
The two stimuli presented for each comparison were gen-
erated by synthesizing the same utterance using the rule-
based prosody (Rules), the CART-based prosody from the
story telling database CARINI (Carini ), and the CART-
based prosody from a news reading database (Rai-news, see

Table 4. RMSE (dB) and correlation, phoneme case.

RMSE Correlation
Copy 9.18 0.64
Copy ∆I 5.54 0.84
Carini ∆I 6.92 0.72

Table 5. The results of the experiment on speaking style
appropriateness for (literary) story telling.Rulesis the rule-
based prosodic module,Carini is the narrative styled one,
andRai-newsis the news-reading styled one.

Mod1 vs Mod2 Mod1 Mod2 No pref.
Carini vsRules 88.9% 9.7% 1.4%
Carini vsRai-news 83.3% 12.5% 4.2%
RulesvsRai-news 52.8% 34.7% 12.5%

Table 6. The results of the experiment on prosody natural-
ness. Rules is the rule-based prosodic module,Copy ∆I
is the copy prosody stimulus, andCarini ∆I is the narra-
tive styled one. In the module names,∆I indicates that the
intensity control was used in the synthesis.

Mod1 vs Mod2 Mod1 Mod2 No pref.
Copy ∆I vsRules 87.5% 6.9% 5.6%
Copy ∆I vsCarini ∆I 68.1% 23.6% 8.3%
Carini ∆I vsRules 76.4% 13.9% 9.7%

[10] for details). The overall number of paired comparisons
in the first experiment was 18, i.e. all the possible compar-
isons with 6 sentences. The preferences expressed by the
subjects are reported in Table 5. The most of the listeners
(88.9%) clearly preferred the narrative styled prosodic mod-
ule (Carini ) over the rule-based module (Rules), and the
Carini module (83.3%) over the news reading styled mod-
ule (Rai-news). Interestingly, the majority (52.8%) pre-
ferred the rule-based prosody over the (Rai-news) prosody.
The percentage of “no preference” responses was quite low.

In the second experiment, the listeners were asked to
choose one out of two stimuli, on the basis of the following
question: “Which stimulus sounds more natural?”. The two
stimuli presented for each comparison were generated by
synthesizing the same utterance using the rule-based prosody
(Rules), the prosody (including intensity contour) copied
from the Carini’s database (Copy∆I ), and the Carini’s CART
prosodic module including the intensity control (Carini ∆I ).
The overall number of paired comparisons in the second ex-
periment was again 18. The results of the preferences ex-
pressed by the subjects is reported in Table 6. The most of
the listeners preferred, as expected, the copy prosody (Copy
∆I ) over both the rule-based prosody (Rules) (87.5%) and
the narrative styled CART-based prosody (Carini ∆I ) (68.1%),
with a more pronounced preference over the rule-based. They
owever judged more natural the CART-based prosody when
compared to the rule-based prosody. As in the first experi-
ment, the percentage of “no preference” responses was quite
low.

Finally, in the third experiment, the listeners were asked
to chose one out of two stimuli, on the basis of the same
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question on naturalness given in experiment 2. The third ex-
periment was intended to provide an indication on whether
the subjects could appreciate the difference due to the inten-
sity control. The two stimuli presented for each comparison
were generated by synthesizing the same utterance using
the Carini’s CART prosodic module, with (Carini ∆I ) and
without (Carini ) the intensity control. The overall number
of paired comparisons in the third experiment was 6. The re-
sults of the preferences expressed by the subjects is reported
in Table 7. Results show that the difference was not much
appreciated, most probably because the attention of the lis-
teners was focused on intonation. We also realized that the
length of the stimuli was excessive, and this prevented the
listeners from selectively compare short segments of the sig-
nal where the difference was rather appreciable.

Finally, in all the experiments, no significative differ-
ences were observed in the preferences expressed by expert
and non-expert subjects.

Table 7. The results of the experiment on synthesis natural-
ness.Carini refers the CART-based prosodic module, and
Carini ∆I refers to the CART-based prosodic module with
intensity control.

Mod1 vsMod2 Mod1 Mod2 No pref.
Carini ∆I vsCarini 27.8% 27.8% 44.4%

6. CONCLUDING REMARKS

The training of the intensity CART was performed on a
word-, syllable-, and phoneme-basis. The results showed
that, while the word-based training had the worst perfor-
mance, no relevant differences were observed between the
syllable-based and the phoneme-based training procedures.

The subjective tests performed showed that the CART-
based approach to the modeling of a speaking style was ef-



fective in reproducing the narrative style of our CARINI
database. The listeners preferred the synthesis with this
prosodic style over the rule-based prosody and over a news
reading CART-based prosody when listening to a story. They
also judged this style more natural in general if compared
with the rule-based prosody.

7. FUTURE TRENDS

In order to further investigate the modeling of the∆Intensity
trajectories, improvements are foreseen such as the use of
the PaIntE for pitch.

The spectral compensation processing included in the
MBROLA intensity control extension requires further re-
finement to improve the listening test performance. More-
over, the control on an extended set of voice characteristics,
such as soft/pressed quality, breathiness, harshness, is un-
der study at present. This should allow to change the voice
quality of the speaker, so as to reproduce more effectively
all the acoustic peculiarities that characterize the voice in
acted or emotive speech.
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