
See discussions, stats, and author profiles for this publication at: https://www.researchgate.net/publication/330272432

Evaluating a multi-avatar game for speech therapy applications

Conference Paper · November 2018

DOI: 10.1145/3284869.3284913

CITATIONS

0
READS

15

7 authors, including:

Some of the authors of this publication are also working on these related projects:

articulatory characteristics of emotive speech View project

Aliz-E Adaptive Strategies for Sustainable Long-Term Social Interaction View project

Antonio Origlia

University of Naples Federico II

45 PUBLICATIONS   148 CITATIONS   

SEE PROFILE

Federico Altieri

University of Padova

3 PUBLICATIONS   0 CITATIONS   

SEE PROFILE

Claudio Zmarich

Italian National Research Council

90 PUBLICATIONS   346 CITATIONS   

SEE PROFILE

Antonio Roda

University of Padova

72 PUBLICATIONS   455 CITATIONS   

SEE PROFILE

All content following this page was uploaded by Antonio Roda on 18 January 2019.

The user has requested enhancement of the downloaded file.

https://www.researchgate.net/publication/330272432_Evaluating_a_multi-avatar_game_for_speech_therapy_applications?enrichId=rgreq-436ee5437fbb87f90d49363e430fade8-XXX&enrichSource=Y292ZXJQYWdlOzMzMDI3MjQzMjtBUzo3MTYzNTAyODA0Mzc3NjFAMTU0NzgwMjYyNDkzMQ%3D%3D&el=1_x_2&_esc=publicationCoverPdf
https://www.researchgate.net/publication/330272432_Evaluating_a_multi-avatar_game_for_speech_therapy_applications?enrichId=rgreq-436ee5437fbb87f90d49363e430fade8-XXX&enrichSource=Y292ZXJQYWdlOzMzMDI3MjQzMjtBUzo3MTYzNTAyODA0Mzc3NjFAMTU0NzgwMjYyNDkzMQ%3D%3D&el=1_x_3&_esc=publicationCoverPdf
https://www.researchgate.net/project/articulatory-characteristics-of-emotive-speech?enrichId=rgreq-436ee5437fbb87f90d49363e430fade8-XXX&enrichSource=Y292ZXJQYWdlOzMzMDI3MjQzMjtBUzo3MTYzNTAyODA0Mzc3NjFAMTU0NzgwMjYyNDkzMQ%3D%3D&el=1_x_9&_esc=publicationCoverPdf
https://www.researchgate.net/project/Aliz-E-Adaptive-Strategies-for-Sustainable-Long-Term-Social-Interaction?enrichId=rgreq-436ee5437fbb87f90d49363e430fade8-XXX&enrichSource=Y292ZXJQYWdlOzMzMDI3MjQzMjtBUzo3MTYzNTAyODA0Mzc3NjFAMTU0NzgwMjYyNDkzMQ%3D%3D&el=1_x_9&_esc=publicationCoverPdf
https://www.researchgate.net/?enrichId=rgreq-436ee5437fbb87f90d49363e430fade8-XXX&enrichSource=Y292ZXJQYWdlOzMzMDI3MjQzMjtBUzo3MTYzNTAyODA0Mzc3NjFAMTU0NzgwMjYyNDkzMQ%3D%3D&el=1_x_1&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Antonio_Origlia?enrichId=rgreq-436ee5437fbb87f90d49363e430fade8-XXX&enrichSource=Y292ZXJQYWdlOzMzMDI3MjQzMjtBUzo3MTYzNTAyODA0Mzc3NjFAMTU0NzgwMjYyNDkzMQ%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Antonio_Origlia?enrichId=rgreq-436ee5437fbb87f90d49363e430fade8-XXX&enrichSource=Y292ZXJQYWdlOzMzMDI3MjQzMjtBUzo3MTYzNTAyODA0Mzc3NjFAMTU0NzgwMjYyNDkzMQ%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/University_of_Naples_Federico_II?enrichId=rgreq-436ee5437fbb87f90d49363e430fade8-XXX&enrichSource=Y292ZXJQYWdlOzMzMDI3MjQzMjtBUzo3MTYzNTAyODA0Mzc3NjFAMTU0NzgwMjYyNDkzMQ%3D%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Antonio_Origlia?enrichId=rgreq-436ee5437fbb87f90d49363e430fade8-XXX&enrichSource=Y292ZXJQYWdlOzMzMDI3MjQzMjtBUzo3MTYzNTAyODA0Mzc3NjFAMTU0NzgwMjYyNDkzMQ%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Federico_Altieri?enrichId=rgreq-436ee5437fbb87f90d49363e430fade8-XXX&enrichSource=Y292ZXJQYWdlOzMzMDI3MjQzMjtBUzo3MTYzNTAyODA0Mzc3NjFAMTU0NzgwMjYyNDkzMQ%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Federico_Altieri?enrichId=rgreq-436ee5437fbb87f90d49363e430fade8-XXX&enrichSource=Y292ZXJQYWdlOzMzMDI3MjQzMjtBUzo3MTYzNTAyODA0Mzc3NjFAMTU0NzgwMjYyNDkzMQ%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/University_of_Padova?enrichId=rgreq-436ee5437fbb87f90d49363e430fade8-XXX&enrichSource=Y292ZXJQYWdlOzMzMDI3MjQzMjtBUzo3MTYzNTAyODA0Mzc3NjFAMTU0NzgwMjYyNDkzMQ%3D%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Federico_Altieri?enrichId=rgreq-436ee5437fbb87f90d49363e430fade8-XXX&enrichSource=Y292ZXJQYWdlOzMzMDI3MjQzMjtBUzo3MTYzNTAyODA0Mzc3NjFAMTU0NzgwMjYyNDkzMQ%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Claudio_Zmarich?enrichId=rgreq-436ee5437fbb87f90d49363e430fade8-XXX&enrichSource=Y292ZXJQYWdlOzMzMDI3MjQzMjtBUzo3MTYzNTAyODA0Mzc3NjFAMTU0NzgwMjYyNDkzMQ%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Claudio_Zmarich?enrichId=rgreq-436ee5437fbb87f90d49363e430fade8-XXX&enrichSource=Y292ZXJQYWdlOzMzMDI3MjQzMjtBUzo3MTYzNTAyODA0Mzc3NjFAMTU0NzgwMjYyNDkzMQ%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Italian_National_Research_Council?enrichId=rgreq-436ee5437fbb87f90d49363e430fade8-XXX&enrichSource=Y292ZXJQYWdlOzMzMDI3MjQzMjtBUzo3MTYzNTAyODA0Mzc3NjFAMTU0NzgwMjYyNDkzMQ%3D%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Claudio_Zmarich?enrichId=rgreq-436ee5437fbb87f90d49363e430fade8-XXX&enrichSource=Y292ZXJQYWdlOzMzMDI3MjQzMjtBUzo3MTYzNTAyODA0Mzc3NjFAMTU0NzgwMjYyNDkzMQ%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Antonio_Roda?enrichId=rgreq-436ee5437fbb87f90d49363e430fade8-XXX&enrichSource=Y292ZXJQYWdlOzMzMDI3MjQzMjtBUzo3MTYzNTAyODA0Mzc3NjFAMTU0NzgwMjYyNDkzMQ%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Antonio_Roda?enrichId=rgreq-436ee5437fbb87f90d49363e430fade8-XXX&enrichSource=Y292ZXJQYWdlOzMzMDI3MjQzMjtBUzo3MTYzNTAyODA0Mzc3NjFAMTU0NzgwMjYyNDkzMQ%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/University_of_Padova?enrichId=rgreq-436ee5437fbb87f90d49363e430fade8-XXX&enrichSource=Y292ZXJQYWdlOzMzMDI3MjQzMjtBUzo3MTYzNTAyODA0Mzc3NjFAMTU0NzgwMjYyNDkzMQ%3D%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Antonio_Roda?enrichId=rgreq-436ee5437fbb87f90d49363e430fade8-XXX&enrichSource=Y292ZXJQYWdlOzMzMDI3MjQzMjtBUzo3MTYzNTAyODA0Mzc3NjFAMTU0NzgwMjYyNDkzMQ%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Antonio_Roda?enrichId=rgreq-436ee5437fbb87f90d49363e430fade8-XXX&enrichSource=Y292ZXJQYWdlOzMzMDI3MjQzMjtBUzo3MTYzNTAyODA0Mzc3NjFAMTU0NzgwMjYyNDkzMQ%3D%3D&el=1_x_10&_esc=publicationCoverPdf


Evaluating a multi-avatar game for speech therapy applications
Antonio Origlia

University of Naples “Federico II”
antonio.origlia@unina.it

Federico Altieri
University of Padua
altieri@dei.unipd.it

Giorgia Buscato
University of Padua

giorgia.buscato@studenti.unipd.it

Alice Morotti
University of Padua

alice.morotti@studenti.unipd.it

Claudio Zmarich
Institute of Cognitive Sciences and

Technologies - CNR
claudio.zmarich@cnr.it

Antonio Rodá
University of Padua
roda@dei.unipd.it

Piero Cosi
Institute of Cognitive Sciences and

Technologies - CNR
piero.cosi@cnr.it

ABSTRACT
In this paper, we propose a new set of experiments to further evalu-
ate the performance of a previously presented system based on an
adaptive strategy for stimuli selection masked behind a gamified
activity. This involves two virtual agents creating a social setting
designed to support a narrative to engage young children. With re-
spect to previously obtained results, we further evaluate the quality
of the support for diagnosis purposes and we present a first investi-
gation concerning the applicability of the system for therapeutic
goals.
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1 INTRODUCTION
Administering linguistic tests to young children is a difficult task
as the speech therapist must deal with attentional issues linked
to the intrinsic interest children must have towards the proposed

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
Goodtechs ’18, November 28–30, 2018, Bologna, Italy
© 2018 Copyright held by the owner/author(s). Publication rights licensed to the
Association for Computing Machinery.
ACM ISBN 978-1-4503-6581-9/18/11. . . $15.00
https://doi.org/10.1145/3284869.3284913

activity. Moreover, limited time and the extreme variability that
can be observed among children represent further issues that are
difficult to overcome. Engaging children in activities that do not
possess intrinsic value for them causes lower performances and
unwillingness to engage spontaneously [4]. Games have been re-
peatedly used, in the past, to administer tests to young children as
playful activities represent an added value to this kind of activity
[16] and the power of social, playful activities has been linked to bi-
ological characteristics of mammals [12]. Involving artificial agents
like robots in such tasks has been done in previous works for a
number of tasks, for example [14, 5], among which the treatment
of speech language disorders [7, 19].

Our previous work on the subject [10] has introduced two com-
plementary agents (a virtual avatar and a physical robot) to admin-
ister a linguistic discrimination tests to young children (5 years old).
The system narrative supports a social situation in which the child
helps the virtual avatar to teach the robot how to speak. This setting
relies on the learning by teaching approach to reduce the stress for
the children, who are not explicitly evaluated. Also, the system
relies on graph-based knowledge of language (Italian) to adaptively
select the most informative stimulus to present depending on the
observed performance. This differs from traditional, scripted ap-
proaches as the test is built on the fly as the child interacts with
the system.

In previous work we presented the system architecture [10] and
a first set of experiments to evaluate the applicability of the ap-
proach to diagnosis tasks [11]. In this work we present a new set of
experiments to extend the evaluation of the diagnostic capabilities
of the system and we also introduce an investigation of the poten-
tial impact the approach has as a therapeutic tool. This ongoing
work builds upon the experience of the Colorado Literacy Tutor
[2] and of [3].

In the following sections, we summarise the system architecture
and we provide the details of the adaptive approach we developed
for online stimuli selection.

2 SYSTEM ARCHITECTURE
Among several types of discrimination tests, we choose the stan-
dard AX or “same-different” procedure. Traditionally, AX tests to

https://doi.org/10.1145/3284869.3284913
https://doi.org/10.1145/3284869.3284913
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evaluate the phonemes discrimination capability of young children
are designed as scripts and software traditionally used to administer
this kind of test also follows scripts (e.g. [1]). These contain a series
of (non-) word pairs presenting phoneme oppositions (i.e. ’pepi
/ ’pebi) in different syllabic structures (i.e. CV-CV is a disyllabic
structure where each syllable has a single heading consonant). The
child is given the task to indicate, after listening to the experimenter
reading the stimuli, whether the two (non-)words are the same or
if they are different. These tests are designed in such a way that
consonants presenting a single distinctive feature [6] are opposed at
each time (e.g. voiced/unvoiced, sonorant/non-sonorant). Control
stimuli are present in such tests as pairs composed by the same
(non-)word repeated twice and by pairs composed by completely
different (non-)words. This approach is necessary as it is impossible
for a human expert to dynamically select stimuli pairs that comply
to a set of very strict constraints. Specifically, each stimulus must:

• present opposed consonants that differ in exactly one feature
• syllabic structure must be the same in the two (non-)words
• present the opposition in a precise position in the syllabic
structure (e.g. the onset consonant of the second syllable)

• the stress must be in the same place in the two (non-)words
The system architecture presented in [10] has two main pur-

poses: a) dynamically adapt the test to the child’s performance
and b)support groups of virtual agents to establish social setups.
The first goal is accomplished by introducing a probabilistic dia-
logue manager (Opendial [8]) and a graph based representation
of knowledge of Italian language sounds implemented using the
Neo4J database [18]. The probabilistic framework uses utility func-
tions to estimate how informative each available stimulus is about
the observed child to dynamically select the most informative one
depending on previous performance. This approach lets the sys-
tem compile a probabilistic summary for each linguistic trait (as
defined in [13], with the exception of the introduction we made of
the Length feature) describing the estimated probability that the
child will be able to discriminate specific traits depending on the
observed performance. The interface of the system consists of a
Nao robot and of a virtual avatar animated in the Unreal Engine
41. Differently from previous tests, where we used Nao’s synthetic
voice engine for the robot, both actors are now provided with a
synthetic voice provided by the Mivoq Voice Synthesis Engine2.
This improves the quality of the system as accidental mismatches
caused by the different synthesis engines are now eliminated so
that the test is more consistent. Since the ability to adequately use
a tablet interface appears to be reliable for 5 years old and older
children [17], this is the chosen method for feedback input from the
children we selected. The updated system architecture is shown in
Figure 1. The reader is referred to [10] for the technological details.

3 ADAPTIVE GAMIFIED TESTS
In order to dynamically select the stimuli to present through the
two agents, the underlying dialogue system uses a probabilistic
model designed to take into account the observe performance and
select the next stimulus accordingly to maximise the informative

1www.unrealengine.com
2www.mivoq.it

utility. In this section we detail the probabilistic model driving the
system.

The probability of a subject to assign a label to the presented
opposition is a binomial distribution (Equal/Different). Therefore,
to represent a priori probabilities built using previous feedback, the
conjugate prior of the binomial distribution, the Beta distribution,
is used. Following the Opendial implementation, a two dimensional
Dirichlet probability density function with parameters (α1,α2) is
used to model the conjugate prior. The a priori probabilities of the
labels a subject can assign to a stimulus are represented as

θtm (Hit ,Miss; (α1,α2)) | tm ∈ T (1)

In order to evaluate which stimulus represents the most infor-
mative choice given the available probability density functions, we
consider the entropy as a first factor. Since the densities are sym-
metrical among 0.5 on the two considered dimensions, we define
the entropy of the m-th tract tm as

H (θtm (Hit ,Miss; (α1,α2))) = −

n∑
i=1

ptm (xi ;α1)loд(ptm (xi ;α1))

(2)
where ptm (xi ;α1) represents the sampled probability density

function at point xi on the first dimension. The maximally entropic
feature is therefore defined as

tH =max(H (θtm (Hit ,Miss; (α1,α2)))) | tm ∈ Oi j (3)

The entropy-based utility function for the opposition (si , sj is
computed by subtracting tH to the maximum utility value nor-
malised by the maximally entropic feature in T as

UH (si , sj ) = 1−
tH

min(H (θtm (Hit ,Miss; (α1,α2))))
| tm ∈ T (4)

This function assigns higher utility values to stimuli presenting
the opposing features for which the associated probability density
functions present the higher uncertainty.

An opposition presenting more than one highly entropic feature
is not an optimal choice as it is not possible to evaluatewhich feature
influenced the outcome. This is the reason why, for scripted tests, it
is not possible to use phoneme pairs opposingmore than one feature,
which becomes a problem in tests opposing words as there may not
be phonological neighbours with the specified structure opposing
exactly the phonemes involved in the feature of interest. For a
dynamically constructed test, instead, given a generic pair (si , sj ),
let’s consider the simple case of two features found in opposition
so that Oi j = t1, t2, if t1 is likely not to be discriminated by the
subject, it is possible to use the opposition (si , sj ) to investigate t2.
Following the approach adopted by Opendial, Bayesian inference is
used to adequately update all the involved probability distributions.
The usefulness of the opposition becomes greater as the probability
t1 not to be discriminated becomes higher. On the other hand, if t1
is likely to be discriminated by the subject, the opposition becomes
less useful to investigate t2. To include this evaluation, we first
define the mean probability for an opposition on the m-th feature
to be missed as
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Figure 1: System Architecture.

µ(θtm (Miss;α2)) =

n∑
i=1

ptm (xi ;α2)

n
(5)

The mean probability of the most entropic feature inOi j is taken
as reference and defined as

µH = µ(θtH (Miss;α2)) (6)
The mean-based utility function is, then, defined as the minimum

difference between µH and µ(Ptm (Miss ;α2)) computed for all other
features inOi j . The minimum difference can be negative, indicating
that in Oi j there is a feature that is likely to be discriminated by
the subject. To normalise the score in the range [0, 1], we define
the mean-based utility function as

Uµ (si , sj ) =
min(µH − µ(θtm (Miss;α2))) + 1

2
| tm ∈ Oi j\ {tH }

(7)
This function assigns a higher utility value to oppositions pre-

senting a single, highly entropic, feature together with features that
have been found not to be discriminated. The higher the likelihood
of other features not to be discriminated, the higher the utility.

Since the task complexity can be influenced by the age acquisi-
tion difference in the involved phonemes, we model a substitution-
based utility function as

US (si , sj ) = 1 −
j − i

n
(8)

This function assigns a higher value to phoneme oppositions
that are closer to each other in S. As this is a relative measure
of phoneme-based complexity for the (si , sj ) opposition, we also
need an absolute measure to prefer phonemes acquired earlier. We
therefore define an acquisition-based utility function as

UA(si , sj ) = 1 −
i + j

2n
(9)

Since UH (si , sj ),Uµ (si , sj ),US (si , sj ) and UA(si , sj ) are different
measures of the same object (si , sj ) sharing the same range [0, 1],
the final utility function for the opposition (si , sj ) is computed as
the harmonic mean of these four measures and is therefore defined
as

U (si , sj ) =
4

1
UH (si ,sj )

+ 1
Uµ (si ,sj )

+ 1
US (si ,sj )

+ 1
UA(si ,sj )

(10)

This function lets the dialogue manager select the optimal stim-
ulus for the next turn. The algorithm for dialogue management,
implemented in Opendial and exploiting the MWN-E data, proposes
a stimulus at each step and updates the probability distributions
according to the feedback given by the subject. The algorithm to
administer the test can be summarised as shown in Algorithm 1.

4 EXPERIMENTAL SETTING
The interface proposed to the child to mask the discrimination test
supports a narrative in which the Nao robot wants to learn how
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Algorithm 1 The dialogue management algorithm

procedurewordsExist(si , sj )
if isEmpty(queryMWNE(si , sj )) then
return f alse

return true
end procedure

proceduremain
for all tm do
θtm = Dirichlet(1, 1)
µ(θtm ) = 0.5

for k = 1 to MAXITEMS do
for all (si , sj ) do
if wordsExist(si , sj ) then
U [i, j] = U (si , sj )
W [i, j] = queryMWNE(si , sj )
O[i, j] = opposed f eatures(si , sj )

else
U [i, j] = 0

f eedback = presentStimulus(W [arдmax(U )])

for all tm in O[arдmax(U )] do
update(θtm , f eedback)
update(µ(θtm ), f eedback)

end procedure

to speak and the 3D character needs the child’s help to teach it.
Through this approach, the child is given an authoritative role to
avoid making him feel threatened or evaluated. When the system
starts, an introductory scenario is presented and the 3D character
introduces itself. The scenario ends with the 3D character asking
the child to caress Nao in order to wake it up. This has both the
goal of providing the invitation to play and to establish physical
contact between Nao and the child. Whether the physical attributes
of robots constitute an advantage for acceptability per se is still a
debated issue. In our work, we attempt to fully exploit the physical
presence of the robot by presenting tasks that require the child to
physically interact with it. By proposing activities that a 3D char-
acter simply cannot be involved into, we capitalise on the robot’s
potential to provide a more engaging multisensorial experience. Ca-
ressing, in particular, is a powerful social mean to build attachment.
On the other hand, the high level of control over the 3D character
movements allows to efficiently represent its higher competence
in the considered setup: differently from Nao, the avatar can move
the lips and change its facial expressions, providing effective indi-
cations on how to continue playing. An advantage of the presented
architecture is that different virtual agents can be combined to build
the test upon the various advantages they offer. As a final step, the
child is required to provide a same/different feedback using an
evaluation card that appears on the tablet.

Concerning the recruitment phase, two groups of children were
selected from two different schools in Padua (Italy), in collaboration
with the schools’ personnel and after presenting the experimental
setup to the parents, who gave their consent to the participation
of the children to the experiments. For the experimental group,
the initially set of candidates comprised 14 children, which were

Figure 2: Overall gaze distribution.

reduced to 8 because of age incompatibility (3), unwillingness to
participate (1) and subsequent absence for holidays (2). For the
control group, the initial set of 5 candidate children was reduced to
4 because one child was absent for holidays.

To obtain a standard reference for the applicability of the system
to diagnosis tasks, the children of the experimental group were
administered a) the non-word phonological discrimination subtest
of BVN 5-12 [15] and the b) word phonological discrimination and
c) word and d) non-word repetition subtests of BVL 4-12 [9] both
before and after being exposed to the experience with the presented
system. In order to evaluate the presence of a potential impact of
the system on the performance of the children by removing the
training effect of the first standard test, subjects from the control
group were administered the reference tests at a distance of 7 days.
For logistics reasons, the sessions with the experimental group
were organised in subsequent school days. It was also necessary
to administer the test in rooms adjacent to playground areas, thus
making the setting more difficult for the system because of some
background noise.

5 RESULTS
First, we estimate the level of engagement the children showed
towards the system. Using the ELAN software [20], we annotated
the gaze targets of 4 randomly chosen children in the recorded
videos of the four sessions, specifying the time intervals in which
the child was looking at: a) the experimenter, b) the tablet, c) the
avatar (Ellie), d) the Nao robot or e) other objects. The overall gaze
distribution, shown in Figure 2, shows that the children were paying
attention to the system elements for more than 70% of the time.

More in detail, the gaze distribution computed over the differ-
ent sessions shows that the percentage of attention towards Nao
remains unchanged over the four sessions. Attention towards the
experimenter tends to decrease as the children get accustomed
to the system and attention towards the avatar lowers mostly in
favour of the tablet. This is because the children understand that
it is sufficient to listen to the avatar rather than look at it in order
to complete the task. These results are compatible with the ones
presented in our previous work.

In order to evaluate the performances, the posterior probability
density functions associated with each tract are considered. First
of all, the distribution associated with the control stimuli is used
to validate the session. This is marked as Reliable if the difference
between the estimated probability of the child to provide a correct
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Figure 3: Gaze distribution over the targets involved in the
experimental setting (details per session)

Table 1: Example summary (F3/W2)

Feature µ(Ok) µ(Wronд) σ N Evaluation
Control 0.888 0.112 0.06 28 Reliable
Sonorant 0.75 0.25 0.202 2 Weak Ok

Continuous 0.779 0.221 0.114 12 Strong Ok
D.Solution 0.775 0.225 0.168 3 Strong Ok
Voiced 0.622 0.378 0.129 14 Strong Ok
Nasal 0.5 0.5 0.289 0 Unknown
Lateral 0.760 0.24 0.193 2 Weak Ok
Coronal 0.807 0.193 0.109 12 Strong Ok
Anterior 0.81 0.189 0.129 8 Strong Ok
Posterior 0.5 0.5 0.289 0 Unknown
Length 0.827 0.173 0.146 4 Strong Ok

Table 2: Entry test results

M1 M2 F1 F2 F3 F4 M3 F5
Word disc 0.90 1.00 1.00 1.00 1.00 0.90 0.90 1.00
Word rep 0.60 1.00 0.80 0.93 1.00 0.80 0.87 0.93
Nonce disc 0.86 0.97 0.86 0.92 1.00 0.84 0.81 0.95
Nonce rep 0.60 0.67 0.67 0.87 0.87 0.73 0.53 0.80
HMean 0.71 0.88 0.82 0.93 0.96 0.81 0.74 0.91

Table 3: Exit test results

M1 M2 F1 F2 F3 F4 M3 F5
Word disc 1,00 1,00 1,00 0,93 1,00 0,80 0,90 1,00
Word rep 0,93 0,87 1,00 1,00 0,93 0,67 1,00 0,93
Nonce disc 0,97 0,97 0,92 1,00 0,97 0,89 0,95 0,97
Nonce rep 0,87 0,93 1.00 0.87 1.00 0.60 0.87 1.00
HMean 0.94 0.94 0.98 0.95 0.98 0.72 0.93 0.98

answer is higher than the probability of the child to provide a wrong
answer for the control stimuli in a statistically significant way using
one tailed t-tests (α = 0.01). All tests were marked as Reliable in
this set of experiments.

Since the means of the a posteriori probability density functions
associated with each feature must be evaluated depending on the
significance of the result, a simple scoring system was adopted to

Table 4: Scoring table for features based evaluation

Result Score
Strong problem -2
Weak problem -1

Unknown/Unreliable 0
Weak Ok 1
Strong Ok 2

Table 5: Subjects ranking

T1 T2 System
F3 F1 F3
F2 F3 F4
F5 F5 M2
M2 F2 F2
F1 M2 M1
F4 M1 F1
M3 M3 F5
M1 F4 M3

obtain the ranking. The considered categories, together with the
conditions they describe, are defined as follows:

• Reliable/Unrealiable: whether the probability of the child
correctly identifying a control stimulus is significantly higher
than the opposite case (and viceversa);

• Strong problem: the probability of the child giving a wrong
answer is significantly higher than the probability of obtain-
ing a correct answer;

• Weak problem: the probability of the child giving a wrong
answer is higher than the probability of obtaining a correct
answer but not in a statistically significant way;

• Unknown: the system did not present a sufficient number
of stimuli to compute the statistical significance of the dif-
ference (n < 2);

• WeakOk: the probability of the child giving a wrong answer
is lower than the probability of obtaining a correct answer
but not in a statistically significant way;

• Strong Ok: the probability of the child giving a wrong an-
swer is significantly lower than the probability of obtaining
a correct answer.

The scoring system we adopted is presented in Table 4 and the
rankings obtained with the entry test (T1), the exit test (T2) and
from the system evaluation (System) are reported in Table 5.

To compare the different rankings, we consider the average qua-
dratic distance between the positions of the T1 ranking and the
positions of the T2 ranking as a reference to estimate variations
in the subjects’ performance between the two tests. The ranking
difference between the entry and exit test was 3.75. The average
quadratic distance between the positions of the T1 ranking and the
positions of the ranking obtained by the system was 6. A two tailed
t-test to compare the two averages indicated that no statistically
significant difference could be found between the two rankings
(ρ > 0.45), suggesting that the ranking obtained by the system
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Table 6: Entry test results (Control group)

CGM1 CGF1 CGF2 CGF3
Word disc 0.80 0.97 0 0.77 1
Word rep 0.80 0 0.87 0.80 0.73
Nonce disc 0.81 0.97 0.86 0.81
Nonce rep 0.80 0.87 0.80 0.33
HMean 0.80 0.92 0.81 0.61

Table 7: Exit test results (Control group)

CGM1 CGF1 CGF2 CGF3
Word disc 0.87 0.97 0.87 0.90
Word rep 1 0.93 0.93 0.73
Nonce disc 0.89 0.89 0.89 0.84
Nonce rep 0.80 1 0.80 0.47
HMean 0.88 0.95 0.87 0.69

Table 8: Subjects ranking (Control group)

T1 T2
CGF1 CGF1
CGF2 CGM1
CGM1 CGF2
CGF3 CGF3

does not differ significantly from the one obtained by administer-
ing the T1 test. As for other measures in this work, however, the
reduced size of the considered groups does not allow us to draw
definitive conclusions about the system being able to replicate the
performance of static tests. In this work, we also investigate the
possibility that the proposed system may be used for therapeutic
goals. A control group composed of four subjects (three females
and one male) was administered the entry and exit tests without
being exposed to the proposed system. The registered variations
represent a reference for natural variations in the capabilities of the
children induced by both spontaneous improvement due to more
time for natural learning process and the training effect caused by
the administration of the entry test. The results of the control group
in both the entry and exit tests are reported in Tables 6 and 7.

The obtained rankings are represented in Table 8. The average
quadratic distance between the positions of the subjects in the two
rankings is 0.5. This result would suggest that the subjects that
were not exposed to the system improved their performance in a
more uniform way with respect to the group that was exposed to
the system, suggesting an impact at least on some of the subjects
of the experimental group. However, as the difference between
this measure and the average quadratic distance obtained from
the experimental group is not statistically significant (ρ > 0.25), a
new experiment involving a larger group of subjects is needed to
confirm this indication.

6 CONCLUSIONS
We have presented a new set of experiments to investigate the
capabilities of a gamified, adaptive approach to speech therapy to

support both evaluation and therapy. The obtained results, while
still preliminary, suggest that the system is able to provide informa-
tion about the performance of the subjects that is comparable to the
one obtained with traditional tests. Also, more detailed reports can
be obtained through the proposed system. Also, we investigated the
impact the system may have on the performance of children in this
kind of tasks and found indications that, with respect to children
who were not exposed to the gamified experience, at least some of
the children who interacted with the system may have obtained
beneficial effects. As the considered groups were small, however,
further testing is needed to confirm these indications.
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