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Abstract

A new sinusoidal model based engine for FESTIVAL
TTS system which performs the DSP (Digital Signal Pro-
cessing) operations (i.e. converting a phonetic input into
audio signal) of a diphone-based TTS concatenative sys-
tem, taking as input the NLP (Natural Language Process-
ing) data (a sequence of phonemes with length and into-
nation values elaborated from the text script) computed by
FESTIVAL is described.

The engine aims to be an alternative to MBROLA and
makes use of SMS (“Spectral Modeling Synthesis”) repre-
sentation, implemented with the CLAM (C++ Library for
Audio and Music) framework.

This program will be released with open source license
(GPL), and will compile everywhere gcc and CLAM do
(i.e.: Windows, Linux and Mac OS X operating systems).
Index Terms: TTS, SMS, MBROLA, FESTIVAL, GPL.

1. Introduction

The whole DSP speech synthesis process is based upon the
SMS model and consists in three logical steps: analysis of
concatenative unit database, diphone transformations plus
concatenation and synthesis.

In this section we provide a brief history of analy-
sis/synthesis models for speech synthesis and a short in-
troduction of the sinusoidal plus residual model. In section
2 we will describe the SMS analysis and synthesis steps.
In section 3 we will focus on our custom diphone transfor-
mation and concatenation algorithms.

1.1. Preamble: a brief history

Analysis/synthesis models for speech signal processing ap-
peared in mid-thirties when the VODER was created by
Homer Dudley, inspired by VOCODER; later, in sixties,
Flanagan invented his Phase Vocoder (PV). In the mid
eighties Julius Smith developed the program PARSHL for
the purpose of supporting inharmonic and pitch chang-
ing sounds. This approach is better suited for analysis
of inharmonic and pseudo-harmonic sounds. At the same
time, independently, Quatieri and McAulay developed a

Figure 1:SMS Analysis scheme flow-chart.

similar technique for analyzing speech. In late nineties
Yannis Stylianou worked on Harmonic plus Noise Model
(HNM) for concatenative TTS synthesis systems. Har-
monic and modulated noise components are separated in
the frequency domain by a time-varying parameter, re-
ferred to asmaximum voiced frequency, Fm.

1.2. Sinusoidal plus residual model

We briefly introduce the sinusoidal plus residual represen-
tation, which separates the input audio signal into a sum of
partials plus an inharmonic, noise-like part, calledresid-
ual:

s(t) =

R∑

r=1

Ar cos[2πfrt + θr] + e(t) (1)

wheres(t) is the audio signal,e(t) the residual component,
Ar, fr and θr are respectively the amplitude, frequency
and phase of ther-th sinusoid.

2. SMS - Analysis and Synthesis

SMS [1] is a set of techniques for processing audio signals
which implements the sinusoidal plus residual model. The
task of SMS analysis is to extract some spectral parameters
from the time-domain signal. From this kind of data we
can obtain a time domain signal through the SMS synthesis
step.

2.1. SMS Analysis

In Fig. 1 we can see the block diagram of the whole SMS
analysis behavior. It is based upon the Short Time Fourier
Transform (STFT): the signal is cutted into consecutive



overlapping frames, which are multiplied by an analysis
window and for each of these chunks a FFT is computed.
We obtain a spectrum from which we detect the compo-
nents present in the original sound. The harmonic analy-
sis consists of peak detection, pitch detection and spectral
peak continuation. When the harmonic analysis is com-
pleted, the residual component can be computed, and thus
the whole SMS analysis step is achieved.

2.1.1. Peak detection

In audio processing time-varying sinusoids are called par-
tials, and each of them is the result of a main mode of vi-
bration of the generating system. A partial in the frequency
domain can be identified by its spectral shape (magnitude
and phase), its relation to other partials, and its time evo-
lution. So the first step of SMS analysis is the detection of
partials, which are searched among prominent magnitude
peaks of the current frame spectrum.

Most natural sounds are not perfectly periodic and do
not have nicely spaced and clearly defined peaks in the fre-
quency domain. A practical solution is to detect as many
peaks as possible and delay the decision of what is a deter-
ministic, or “well behaved” partial, to the next step in the
analysis: the peak continuation algorithm.

2.1.2. Pitch detection

Before continuing a set of peak trajectories through the
current frame it is useful to search for a possible fundamen-
tal frequency. If it exists, we will have more information
to work with, and it will simplify and improve the tracking
of partials.

The fundamental frequency can be defined as the com-
mon divisor of the harmonic series that best explains the
spectral peaks. It is possible that the common divisor does
not belong to the set of detected peaks. For this reason
the fundamental frequency is better called pitch (i.e. that
particular frequency heard to be the main frequency of a
sound). The algorithm that choose the fundamental fre-
quency can be simply described in three main steps: 1.
Choose possible fundamental candidates. 2. Measure the
“goodness” of the resulting harmonic series compared with
the spectral peaks. 3. Get the best candidate.

2.1.3. Peak continuation

From peak detection we obtain some “wrong behaved”
partials that shouldn’t be considered. The basic idea of the
algorithm is that a set of “guides” advances in time through
the spectral peaks, looking for the appropriate ones (ac-
cording to the specified constraints) and forming trajecto-
ries out of them. The instantaneous state of the guides,
their frequency and magnitude, are continuously updated
as the guides are turned on, advanced, and finally turned

Figure 2:SMS Synthesis scheme flow-chart.

off. When a fundamental has been found in the current
frame, the guides can use this information to update their
values. Peak continuation algorithm completes harmonic
analysis.

2.1.4. Stochastic Analysis

Referring to formula (1), the stochastic componente(t) of
the current frame is calculated by first re-generating the
deterministic signal with additive synthesis, and then sub-
tracting it from the original waveforms(t) in the time do-
main. This is possible because the phases of the original
sound are matched, so the shape of the original waveform
is preserved. The stochastic representation is then obtained
by performing a spectral fitting of the residual signal.

2.2. SMS Synthesis

The SMS synthesis process is described in Fig. 2 where we
can see the two inputs that come from the analysis (possi-
bly transformed) representing the deterministic (harmonic)
component and the residual one as described in section 2.1.

The whole signal is processed in the frequency domain,
where the two components are treated independently, then
we return to time domain performing an inverse FFT. For
the deterministic component the goal is to obtain the spec-
trum of a sum of sinusoids. The stochastic signal is ob-
tained by filtering white noise with residual spectral en-
velope. Then we can use a single iFFT for the combined
spectrum. Finally in the time domain we impose the trian-
gular window in the overlap-add process, combining suc-
cessive frames to get the time-varying characteristics of the
sound.

3. Speech Synthesis Architecture

The SMS engine performs the DSP operations of a text-to-
speech system, taking as input a phonetic file computed by
FESTIVAL [2], which describes the pronunciation of the
text script through a sequence of phonemes with length in
ms and intonation values in Hz.



Figure 3: Scheme of speech synthesis architecture opera-
tions.

Our program aims to be an MBROLA [3] alternative
and thus it makes use of the same phonetic input format
and command line parameters. Both programs implement
concatenative synthesis using diphones (that must be ex-
ternally supplied) as base units.

The three logical steps upon which the whole DSP
speech synthesis process is based are:

1. analysis: it has been theoretically described in sec-
tion 2.1 and consists in converting the time do-
main diphones’ database into a spectral parameters
one stored in Sound Description Interface Format
(SDIF);

2. transformations plusconcatenation: it will be de-
scribed further in this section;

3. synthesis: it has been described in section 2.2.

Fig. 3 shows a simplified block diagram of the trans-
formations plus concatenation and the synthesis steps.

3.1. SMS Transformations

The task of the transformation step is to adapt every
required diphone to the parameters specified (for each
phoneme) by the phonetic input. By now those parame-
ters describe only the duration of the phoneme and its pitch
evolution.

So the main spectral transformations needed are time
stretching and pitch shifting. Both these operations mod-
ify magnitude and frequency of signal partials. These new
values become incoherent with original phases. This prob-
lem affects the re-synthesized signal, deteriorating its au-
dio quality.

Thus it is necessary to re-calculate the sinusoids’
phases; two ways for doing this are available: the phase
continuation and the relative phase delay algorithms.

3.1.1. Time Stretching

The time stretching process is based upon linear interpo-
lation and decimation of frequencies and magnitudes. The

algorithm preserves transition integrity and intelligibility
between different phonemes in every diphone, as much as
the input time requirements are satisfied.

3.1.2. Pitch Shifting

Pitch Shifting is the transformation that takes care of mod-
ulating the intonation of the sentence to be uttered. It is
performed after time stretching to better fit the intonation
requirements.

The Pitch Shifting routine is implemented using afor-
mant preservingalgorithm, that tries to maintain the orig-
inal timbre of sound. The magnitude of each transformed
partial is placed upon the original spectrum envelope, cor-
responding to the original frequency scaled by a common
factor.

3.1.3. Phase Continuation

The simplest way to reconstruct the phases is called phase
continuation. Its behavior is to arbitrarily set the phase for
every partial of the first frame and then compute the val-
ues frame-by-frame. In this way the algorithm discardsall
original analyzed phase data. The formula used to propa-
gate phase values is the following:

θk

i = θk

i−1
+ πH(fk

i−1
+ fk

i ) (2)

beingfk
i

andθk
i

respectively the frequency and phase of
thek-th partial of thei-th frame, andH the hop size.

3.1.4. Relative phase delay representation

A more complex method, theorized in [4], that helps to
preserve the original waveform is based on therelative
phase delayrepresentation of the phase, defined as the dif-
ference between the phase delay (phase/radian frequency
ratio) of the partials and the phase delay of the fundamen-
tal. This makes the waveform characterization independent
from the phase of the first partial.

Once the relative phase delays are computed for each
frame it is therefore possible to propagate the phase of the
modified fundamental, as described in equation (2), and
rebuild the waveform by adding the relative phase delays
to the new fundamental phase delay.

3.1.5. SMS Diphones Concatenation

Once transformed, two successive diphones have to be
concatenated. This operation is mainly based on the
time stretching interpolation and decimation subroutine,
although also pitch shifting is used. Basically the behavior
of this operation is to morph the last frames of a diphone
with the first frames of the following one. The pitch of
those frames is matched and then magnitude and frequency
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Figure 4:SMS-MBROLA Synthesis comparison.

are interpolated. This assures a smoothing between frames
of the phoneme belonging to consecutive diphones.

3.2. The CLAM framework

The CLAM (C++ Library for Audio and Music) frame-
work [5] aims to offer extensible, generic and efficient de-
sign and implementation solutions for developing Audio
and Music applications and it is perfectly suited for imple-
menting the SMS model.

It simplified a lot our task since it is quite complete and
includes all utilities needed in a Sound Processing Project
(input/output processing, storage, display...). Moreover its
good design allows easy adaptation to any kind of need.

The project is released under GPL version 2 (or later).
It is Platform Independent (compiles under GNU/Linux,
Windows and Mac platforms) and thus it is quite simple to
create portable applications.

4. SMS-MBROLA comparison

Even if the system is still at a preliminary stage,
some comparisons with the state of the art MBROLA
concatenative speech synthesis are already available at
“http://www.pd.istc.cnr.it/FESTIVAL/home/SMS.htm”.

We have synthesized some samples from the same
phonetic files with our engine and MBROLA. We have
also used diphone databases obtained from the same au-
dio recordings (a collection of 1299 diphones of the Italian
language.)

However it must be observed that the size of the SMS
analyzed database is about 10 times more than the original
time domain one (∼70 MB against 6.5 MB). MBROLA
synthesis engine is faster than ours, however performance
was out of the scope of this work.

Either MBROLA and our engine synthesize well intel-
ligible phrases and our concatenation routine works quite
good even in those cases in which several phonemes are
rapidly spoken. Anyway MBROLA synthesis audio qual-
ity is often cleaner than ours, which is sometimes affected
by some hoarseness. In Fig. 4 the sentence “il colombre”

has been synthesized by SMS (on the left) and MBROLA
(on the right).

5. Conclusions

A new sinusoidal model based engine for concatenative
TTS system has been presented. This engine has been
proved to be comparable, in terms of audio quality and in-
telligibility, with similar, state of the art systems.

We are evaluating some strategies in order to improve
the engine. The most important ones are:

• analysis verification process, in order to correct
some artifacts that may occur in the analysis step;

• SMS pitch synchronous operations;

• alternative implementation of pitch shifting and time
stretching, in order to obtain better audio quality;

• voice quality parameters support, such as Spectral
Tilt, in order to perform emotional TTS synthesis.
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